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Abstract. Standard database query systems are designed to process data on a
single installation only, and do not provide optimal solutions for cases that data
from multiple sources need to be queried. In these cases, the sources may have
different data schemata, data representations etc., necessitating extensive coding
and data transformations to retrieve partial results and combine them to reach
the desired outcome. Differences in schemata and representations may be subtle
and remain unnoticed, leading to the production of erroneous results. The goal
of this paper is to present an easy-to-use solution for the end users, enabling
them to query data from a given set of databases through a single user interface.
This user interface allows users to visualize database contents and query results,
while facilities for uploading and validating the data are also accommodated. To
demonstrate the applicability of our approach, a use case is presented where data
from two different sources are uploaded into the system and thereafter the data
from the two databases can be utilized in tandem. The usability evaluation involved
software developers in free evaluation scenarios.

Keywords: User interface · Usability · Query ·Multiple data sources ·
Visualisation · Big data

1 Introduction

Nowadays, services and data are offered by multiple providers and when a result must
be produced based on a combination of information found in different providers/DBs, a
substantial amount of work is required, either to develop custom solutions or appropri-
ately configure and tune software [1–4]. Examples of this phenomenon include shopping
(where a supermarket further away may have an offer on some merchandise we want to
buy, however this purchase incurs higher fuel consumption), everyday news or finding a
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vacation destination. To better demonstrate the motivation of this work, let us consider a
scenario where a newly married couple have a strict budget of 3,000 Euros to go on vaca-
tion in a European capital. The information required to plan this vacation is dispersed
across at least 4 different databases (living expenses, air travel, accommodation service
and car rental service) and therefore, the interested couple (or a mediating programmer)
would have to write a significant amount of code (multiple queries for a single result
or ranked results, followed by more code to combine the partial results). In the latter
case, the interested party must manually search for available rooms in the location(s)
of interest, mode of travel (e.g., plane, boat), possibly car rental, food costs/expenses,
etc. Even if it is done using software (e.g., programmatically invoking appropriate web
services), the overall task will be computationally expensive, since the solution space
that should be searched equals the Cartesian product accommodation × travel × car
rental, and the identification of the global minimum is a difficult task [5, 6]. If, however,
all the necessary information were on a single database, the overall task would be greatly
simplified, because a single query (e.g., SQL) would suffice to retrieve the desired result,
and the DBMS would appropriately optimize the query execution plan, exploiting the
physical organization of the data, index structures, histograms and other structures to
compute the results in an efficient fashion. However, as noted above, in real life scenarios
the information is dispersed across multiple sources/databases, each employing its own
data representation, and henceforth it is not possible to use a single query to gather the
results.

The goal of this work is to present the implementation of an easy-to-use solution,
through which the end user can query data from a given set of databases through a user
interface (UI) [7]. The UI would also provide a graphical representation of the given
databases and the ability to upload data and validate the data via a GUI. To this end, the
solution was implemented as a web-based application, on top of the Laravel framework
[8, 9]. Before the implementation commenced, a survey was conducted to identify tools
providing the desired set of functionalities, however no such tools were identified.

In order to be able to query an information repository (e.g. a database, datawarehouse,
Google Cloud/S3 buckets, Google Big Query tables, etc.) specific access rights should
be given to the corresponding parties beforehand. Process-wise, this can be really time-
consuming and impractical, since it involves communication between parties entailing
access requests, examination of the relevant justifications to reach decisions whether
the requests will be honoured or denied, communicating the decisions to the requesting
parties and applying the decisions to the database authorization subsystem, and finally
querying the corresponding datasets. Furthermore, users should familiarize themselves
with diverse UIs, which raises usability considerations [10–13].

Taking all the above into account, the tool presented in this paper provides a man-
ageable solution to facilitate users’ access to multiple resources under a unified process
and from within a single UI, allowing the end-user to query multiple given datasets.
To demonstrate our approach, a use case entailing data from two different sources is
presented. More specifically, both our data sources originate from art museums, namely
the Tate Gallery (https://www.penn.museum/collections/objects/data.php) and the Penn
Museum (https://github.com/tategallery/collection). In the presented use case, only the
CSV format files were used. The different data structures from our sources were mapped
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https://github.com/tategallery/collection


An Interface for User-Centred Process and Correlation 479

to corresponding structures in the unified database, in order to store the data; addition-
ally, associations were established between data elements as appropriate, e.g., for the
data that originate from the tategallery collection, associations between artists and the
corresponding artwork were established based on the artist identifier; similarly, for the
data that originates from the penn.museum collection, associations between the origin
of the artworks and the artworks were established.

The remainder of the paper is presented as follows: Sect. 2 overviews related work.
Section 3 presents the proposed application. In Sect. 4 we present the system adminis-
tration functionalities, and, finally, Sect. 5 concludes the paper and outlines the future
work.

2 Related Work

Although database query optimization and personalization are fields that have been
the subject of significant research efforts in the recent past [14–19], research in cross-
database query optimization and personalization is extremely less developed. Li et al.
[20] proposed a data querying integrated heterogeneous processing model containing
four components: data set, data source, data model, and analysis tool and introduced a
unified data model, and proposed the SimbaQL query language, for the description of
the data processing steps against the unified data model.

Hu et al. [21] proposed three kinds of distributed storage and query of multi-source
heterogeneous data optimizations. These were based on secondary index, secondary
index based on hotscore, and cache strategy based on the Redis hot data. The afore-
mentioned schemes were analysed and evaluated. The query optimization of HBase
hot data, which was based on the Redis hot data caching strategy, was proven to yield
the best results. Wu et al. [22] focused on heterogeneous data management strategy of
multi-source culture and a data service method. They also proposed and established a
strategy for storing multi-source heterogeneous culture databases on MongoDB. Then,
they explored the sharing, indexing and query mechanisms for the culture database.
Finally, they constructed the prototype system for culture data management prototype
system.

Liu et al. [23] proposed a versatile event-driven datamodel inHBase formulti-source
power grid,whichwasused to solve themulti-source data hereditary compatibility issues.
For query performance improvement, aVirtual ColumnFamilymechanismwas designed
and implemented. Chen et al. [24] proposed an intelligent search method that was multi-
database oriented. The aim of that approach was to mitigate the deficiencies of big data
storage, search and usage of power dispatching and control systems. Their work divided
the data into three tiers: model, runtime and real time analysis data. Then a unified
intelligent search, management, and storage method was constructed for multitudinous
control and dispatch of big data, in order to achieve performance improvement on diverse
analytics using big data search, application, display and storage.

Miyamoto et al. [25] implemented a system of multiple databases. It was based on
MySQL and utilised the SPIDER storage engine, in order to overcome the datamigration
problem between single storage units (databases) in the multi-database system. That
system was used to evaluate the incremental data migration technique. Daniel et al. [26]
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presented a scalable model persistence framework based on a modular architecture that
enabled the modelling of storage into multiple data stores, termed as NEOEMF. The
framework provided three new model-to-database mappings. They were designed to
complement existing persistence methods and enable the storing of models in graph,
column, and key-value databases. NEOEMF provides two APIs. The first is a standard
API that ensures compatibility with the EclipseModelling Framework API and supports
the NEOEMF integration with existing modelling tools, requiring minimal code base
change. The second is an advanced API that ensures improved scalability for specific
modelling scenarios through support of special features that complement the standard
EMF API.

Rachman and Saptawati [27] proposed an approach for intervolving linguistic-based
and constraint-based schema matching techniques into matched, hybrid combination
schemas. Hybrid combination matching results are used in the matching of individual
schemas to complement each other. The hybrid schemas can be applied in query rewriting
as multi-database query processing. Phungtua and Chittayasothorn [28] developed a
multi-database instance matching system that is used to retrieve data from separate
sources. The data may be references to different attribute details and unique identifiers.
The database instances are matched using entity resolution [29–31]. An ontology is used
to store the semantic relations between the identified entity instances that are matched.
The users may use queries to the ontology, which are then rewritten by the system to
create appropriate references to the original instances of the multiple databases.

Naik [32] described a method for data retrieval from multiple heterogeneous dis-
tributed relational database management systems such as MS Access, MySQL, and
PostgreSQL into the Oracle RDBMS using the Heterogeneous Gateway Services by
Oracle. The method requires the developer to download and install the software, use
open database connectivity to create the data source names, modify the system param-
eters, check the connections, create synonyms for remote database tables into Oracle,
create database links and access data from non-Oracle databases. The approach neces-
sitates the manipulation of data from Oracle in remote databases via PL/SQL command
execution. Finally, troubleshooting is required to address the generated common errors.

While some of the works listed above aim to provide access to users to multiple
resources under a unified process and within a single and comprehensive UI, some of
them require substantial IT staff contribution (e.g. [32]), while others target different
needs (e.g. [25] addresses the issue of data migration) or focus on a specific domain
only (e.g. [23]). This paper aims to fill this gap, providing a solution that enables the
end-user to query multiple datasets under a single UI, with no requirements for technical
expertise.

3 The Application

The following subsections elaborate on the functionality of the proposed system that
is available to the end-user, and more specifically (a) query formulation, (b) data
visualization and (c) data upload and validation.
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3.1 Query the Database from the UI

The user is able to query different available databases from the interface. The interface
is illustrated in Fig. 1.

Fig. 1. User interface for queries.

Besides the main area of the UI that allows the user to enter the query, the structure
of the existing databases is made available to the end-user, via the “Available databases”
area on the left of the screen. Each database name functions as a dropdown, containing
information regarding the structure of the databases and number of the entries that they
contain. Figure 2 illustrates the content of the dropdown, when expanded.

Fig. 2. List of available data collections, as provided by the application (nb. the schema of the
artwork_data table is actually displayed below the schema of the artist_data table, but appears
here on the right for better page space management).

User queries must be syntactically correct, in order to be validated and executed.
To assist users in query formulation, relevant guidance and tips are provided on the
interface, as shown in Fig. 3.
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Fig. 3. Instructions provided to the end-user regarding the query formulation syntax.

Fig. 4. Hierarchical visualization of a randomly selected item collection.
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3.2 Data Visualization

Besides being able to query the databases, the user is able to visualize the results. The
incorporation of visualization capabilitieswas deemed important, since it presents results
in a more easily perceivable format, promoting user insight, and discovery of trends and
patterns discovery [33].

Data visualization was implemented on top of the D3.js JavaScript library [34–36].
The impact that has the screen clutter on the user experience when the presented screen
is overload with information was taken into account, in order to tune the visualization
functionality. Therefore, when the user requests the visualization of the full contents
of a database table, only eight random data entries from the selected data source are
displayed, since the user typically wants to explore the schema and the extension of
the database table. However, when user queries are evaluated and displayed, the full
result set is visualized, considering that the user is interested in all records within the
query result; to alleviate clutter, the user may consider limiting the records in the result
using query language constructs. To present our data we have used a dendrogram [37,
38]. In the screenshots that follow, the hierarchical connection between the presented
objects is illustrated; the hierarchical connection is maintained both when the visualized
data corresponds to a random data selection (Fig. 4), as well as in the case when it has
emerged as the result of a submitted query (Fig. 5). The query used to retrieve the dataset
depicted in Fig. 5 is shown in Fig. 6.

The realization of the visualization of a new dataset entails the following steps:

• Study of the structure of the new dataset, to gain insight on the most effective way to
present the information to the users.

• Design of how to form correctly a formatted string, so the D3 library can render the
visualization.

• Creation of an appropriate function in the visualization controller to handle the corre-
sponding request from theUI. In this step, the existing visualizations can be consulted,
reused and tailored as needed.

• Introduce appropriate controls at UI level, which will allow the visualization
implementation to be called.

• Add entry to the routes table to map the corresponding controller function and the UI.

Notably, these steps are carried out by IT staff, with the cooperation of the end-users,
who will provide the requirements for the visualization.
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Fig. 5. Hierarchical visualization of the results of a user-provided query.

Fig. 6. User-provided query.

A sample format of a JSON string [39, 40] to be passed to the D3 visualization
library, in order for a hierarchical visualization to be rendered is shown in Fig. 7.
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{
"name": "responsedata",
"children": [
{
"name": "id5"

},
{
"name": "id6",
"children": [
{
"accession_number": "T07800"

},
{
"artist_role": "artist"

},
{
"artist_id": "202"

},
{
"title": "Landscape, Blasted tree"

}
]

},
{
"name": "id7"

}
]

}

Fig. 7. An excerpt from the JSON string passed to the D3 visualization library to render the tree
in Fig. 5.

3.3 Data Upload and Validation

The user may populate the databases with the corresponding data, by uploading appro-
priately formatted files to the system. The following preprocessing steps are initially
applied to the data file:

• redundant spaces from the entries are removed,
• non UTF-8 characters and character sequences are replaced with the corresponding
correct one in the UTF-8 character set: for instance, the character sequence Ã© is
replaced by the é character; and

• all single quotes are replaced with double quotes.

When a file is uploaded, an ETL process [41–43] is triggered that extracts the data
from the given CSV file, transforms the data and then populates the corresponding
database table with the data. The current implementation accepts only CSV files, while
server settings regarding the maximum size of the uploaded file may be applicable.

Data uploaded to the system may have been validated to be correct and factual, or
may have been harvested from diverse sources, and be in need of inspection and valida-
tion before they are made available as production data. To this end, the data that users
upload is not directly inserted into the actual database but are staged into an intermedi-
ate one. Thereafter, the data validation part to is delegated to users, and performed as
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a crowdsourcing task: users are presented with a data panel, containing random entries
from the intermediate database, and are able to vote whether the entries are factual and
accurate or not. If an entry receives a sufficient number of upvotes, it is moved from the
staging database to the production one, whereas if an entry is downvoted multiple times,
it is deleted. To avoid user bias and assess the trustworthiness of each user’s votes, some
of the entries in validation panel are sourced from the main database: if the user is found
to downvote entries from the main database, then the vote trustworthiness is reduced.
Provisions are also available for the administrator to admit or delete all entries in a bulk
fashion, should the whole of the data be deemed trustworthy/suitable (e.g. having been
obtained from a reliable source) or untrustworthy/unsuitable, respectively. The UI for
the file upload is shown in Fig. 8, while the UI for the data panel is illustrated in Fig. 9.

Fig. 8. User interface for file upload

Fig. 9. UI for dataset validation.

The schema of the tables in the staging database is identical to the schema of the
table in the production database with the exception of an extra column that is added to
the staging database table, to accommodate the validation votes from the users [44, 45].
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When a user uploads a CSV file, an ETL process is triggered to realize the data inges-
tion. Firstly, the content headers of the CSV file are checked against the schema of the
database table, and subsequently all input is sanitized, checked for schema compliance
and finally data are inserted in the staging database table. After the successful upload of
the data, users are able to go to corresponding validation screen within the UI and vote
for the presented entries. As noted above, entries in the validation panel are randomly
selected either from the main database or the staging one. When the user votes, after
examining whether the corresponding entry is correct or not, the following actions are
taken:

• if the entry has been sourced from the main database, then an upvote will increase the
user’s vote trustworthiness, while a downvote will have the opposite effect.

• if the entry has been sourced from the in the staging database, an upvote or downvote
will adjust the entry’s score; the adjustment value is moderated by the user’s vote
trustworthiness. When the entry’s score exceeds a predefined threshold, the entry is
moved from the staging database to the main one, while if the entry’s score falls below
some negative threshold, it is discarded from the database.

The system provides support for the cases that an administrator uploads a trusted
dataset and wants to release the data for immediate use, bypassing the validation stage.
In this case, the administrator selects the relevant functionality from the UI, and-after an
appropriate confirmation step- the system moves all the data from the staging database
to the main one. Internally, the system performs this step by issuing SQL statements that
perform bulk insertion of the staging database data to the main database, followed by
statements that delete the data from the staging database.

4 System Administration Functionalities

The application has two different user levels, namely the administrator user level and the
basic user level. Both user levels may submit queries to the available databases, upload
data to one of the databases and visualize sample database contents and query results,
using one of the available visualization methods.

Members of the administrator user class, however, havemore functionalities available
within the application, in comparison to basic users.

4.1 User Management

Administrator users are able to manage system users, i.e. (a) create users, (b) update
users’ passwords and emails, (c) change user level and (d) delete users. Figure 10 depicts
the basic user management screen.
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Fig. 10. User management.

4.2 Database Access Rights

The administrator is able to specify which databases users are able to query, by desig-
nating which databases are available to all users for querying, as depicted in Fig. 11.
Databases may be marked as “Private” or “Public”. “Private” databases are only avail-
able to administrators for curation andmay be subsequentlymade available to the public.
Moreover, a database may be made available to the public for a limited time, and then
moved to private space, where it can be curated and then made again publicly available.

Fig. 11. Specifying database access permissions.
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4.3 Check Logs

Finally, administrators have the option to check the logs of the submitted queries from all
users, as Fig. 12 depicts, where erroneous, suspicious and malicious queries are marked
in red. Administrators may exploit this information to offer assistance and guidance
to users that submit erroneous queries, further analyze suspicious queries or ban users
that submit malicious queries. Especially for users that submit a high rate of erroneous
queries, the system could adapt itself by offering additional assistance through the UI,
or allow/use by default query-by-example features instead of SQL. Such amenities will
be considered in future releases of the system.

Fig. 12. Log examination by admin users.

5 Conclusion and Future Work

In this work an easy-to-use solution that gives the end-user the ability to query a set of
databases through a single and user-friendly UI was introduced. The UI provides access
to a number of functionalities, including the provision of a graphical representation
of the databases, the ability to upload the data to the platform and validate through a
graphical interface. In order to demonstrate the capabilities of the UI, a use case with two
databases (one from the Tate Gallery and one from the Penn Museum) was presented.
Furthermore, users are provided with facilities to query as well as validate the available
databases from the UI.We note here that there were no correlations between our two data
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sources due to the high degree of dissimilarity between them, both in terms of structure
and in terms of content.

Our future work will focus on considering social media data for search enrichment
[46–50] and recommendation accuracy [51–54], as well as personalization techniques
for upgraded prediction accuracy [55–60] and personalized ranking [61–64].
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